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Abstract
Resource disaggregation is a promising technique for improving the
efficiency of large-scale computing systems. However, this comes
at the cost of increased memory access latency due to the need to
rely on the network fabric to transfer data between remote nodes.
As such, it is crucial to ascertain an application’s memory latency
sensitivity to minimize the overall performance impact. Existing
tools for measuring memory latency sensitivity often rely on cus-
tom ad-hoc hardware or cycle-accurate simulators, which can be
inflexible and time-consuming. To address this, we present EDAN
(Execution DAG Analyzer), a novel performance analysis tool that
leverages an application’s runtime instruction trace to generate its
corresponding execution DAG. This approach allows us to estimate
the latency sensitivity of sequential programs and investigate the
impact of different hardware configurations. EDAN not only pro-
vides us with the capability of calculating the theoretical bounds
for performance metrics, but it also helps us gain insight into the
memory-level parallelism inherent to any real-world application.
We apply EDAN to applications and benchmarks such as PolyBench,
HPCG, and LULESH to unveil the characteristics of their intrinsic
memory-level parallelism and latency sensitivity.

CCS Concepts
• Computing methodologies→Modeling and simulation; •
Modeling and simulation → Model developement and analy-
sis.

Keywords
Performance modeling, disaggregated memory, latency sensitivity
analysis, simulation, parallel programming

1 Introduction
Modern communication networks offer increasingly high band-
widths, following an exponential trend witnessed by the doubling
of Ethernet switch rates every two years [28]. Yet, those higher
bandwidths are achieved by driving higher frequencies on the links

as well as more complex signaling (e.g, PAM4). This leads to higher
bit error rates in transceivers that are corrected with stronger and
more complex forward error correction (FEC) mechanisms. For
example, the upcoming 800G and 1.6T IEEE P802.3df specifica-
tion [22] supports concatenated and segmented FEC mechanisms
that significantly increase the processing latency. Today’s fast FEC
implementations could be as low as 50ns while future complex FECs
could easily increase that latency by 100ns, leading to per-link hop
traversal latencies of several hundred nanoseconds [28]. Similar
observations apply to all modern networks and continue the trend
toward higher bandwidths at the cost of higher latencies.

Resource disaggregation is a promising technique that has been
recently explored in both the fields of High-Performance Com-
puting (HPC) and datacenter designs. It challenges the traditional
monolithic server architecture by separating heterogeneous re-
sources into discrete units connected by a high-speed network. Not
only does this approach allow flexible and dynamic provisioning
of resources to better match various application requirements, but
it also minimizes the idle time of expensive resources, such as ac-
celerators and CPUs, which greatly reduces the cost and energy
consumption in a large system [46]. While memory disaggrega-
tion networks opt for lower-latency protocols and weaker FEC
protection, they follow the same general trend as Ethernet: higher
bandwidth will likely cause higher latency. Thus, the ratio of band-
width to latency will worsen in the coming generations.

Memory disaggregation is prevalent amongst all the resource ag-
gregation systems [17, 41, 42, 52], as it increases the memory utiliza-
tion across datacenters and helps boost the scalability of memory-
intensive applications, such as data-processing frameworks and
HPC applications [51]. However, growing latencies may limit or
even reduce their efficiency because data access relies on the net-
work fabric [51]. Gao et al. [24] show that additional latency reduces
the performance of data-intensive applications regardless of the
network bandwidth. In essence, the more sensitive an application
is toward memory latency, the more noticeable its performance
degradation will be. To this end, it is crucial to ascertain the memory
latency sensitivity and tolerance of applications so that resource
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allocations and system design can be done in a way that minimizes
the overall performance impact.

Measuring memory latency sensitivity, however, is a complex
topic on its own. It usually involves artificially injecting latency
into memory accesses, recording the relevant performance met-
rics of applications, and extrapolating application runtime under
varying degrees of additional memory latency. As exemplified by
the works of Patke et al. [51] and Domke et al. [20], one has the
option to depend either on some custom ad-hoc hardware that is
inflexible and difficult to acquire or cycle-accurate simulators that
are extremely time-consuming.

To address these issues, we present EDAN (Execution DAG
Analyzer), a novel performance analysis tool that takes advantage of
the runtime instruction trace of a sequential application to generate
its corresponding execution DAG (eDAG), from which numerous
performance metrics can be computed and analyzed. This approach
reveals an application’s latency-hiding potential by exposing the
true dependencies between instructions, which, with the help of a
CPU and cache model, allows us to estimate the latency sensitivity
of an arbitrary application in a fine-grained manner. In addition,
unlike other approaches that require parameter sweeps and exe-
cuting the same application multiple times, EDAN only needs an
application to be executed once. As soon as a program’s runtime
instruction trace is collected, its eDAG can be generated automati-
cally. At this point, we can easily investigate the impact of different
hardware configurations (e.g., cache sizes, number of memory issue
slots, etc.) by analyzing the eDAG with various parameters.

Under the assumption of an idealized computational model,
EDAN not only provides us with the capability of calculating the
theoretical bounds for performance metrics such as bandwidth uti-
lization and memory latency sensitivity, but it also helps us gain
preliminary insights into the memory-level parallelism inherent to
real-world applications. This, in turn, can guide design decisions
about architectural parameters, such as the number of issue slots
and cache sizes. We apply EDAN to applications and benchmarks
such as PolyBench, HPCG, and LULESH to shed some light on
the characteristics of their memory-level parallelism and latency
sensitivity.

The primary contributions of our paper are as follows:

• We develop EDAN, an experimental tool for theoretical perfor-
mance analysis based entirely on execution DAGs.

• We define a new memory cost model inspired by Brent’s lemma,
which defines upper and lower bounds for the memory access
cost of an eDAG based on the number of memory issue slots.
From this model, we then derive two performance metrics that
quantify the memory latency sensitivity of an application.

• We demonstrate the effectiveness of our tool by applying it to
several common HPC applications as well as benchmarks, and
present the insights gained from this investigation.

1.1 Motivation
To assess the memory latency sensitivity of an application, state-
of-the-art cycle-accurate simulators such as gem5 are commonly
used. Despite its flexibility and relative accuracy, one significant
drawback is its simulation speed. As addressed in [6], compared

with translation-based simulators such as QEMU [4], gem5 is signif-
icantly slower. This was demonstrated in [20], which was claimed
to be the largest cycle-accurate simulations ever conducted with
research-driven gem5. As the authors stated, the benchmarks alone
took multiple months to run, and even then some were still miss-
ing due to gem5-related issues or exceeding the time limit of the
simulation. Despite the complexity and scale of their experiments,
it is still evident that gem5 lacks scalability.

To test the slowdown of gem5 (version 22.1), we ran all the
benchmarks in PolyBench-C (version 3.20). We cross-compiled the
benchmarks into RISC-V binaries and executed them in three differ-
ent environments. RISC-V was chosen as the primary ISA, and the
reason for this is explained later in Section 3. The environments
include (i) the native RISC-V chip, (ii) QEMU user-mode emulation
with a custom instruction tracing plugin, and (iii) gem5. The RISC-
V board we used was a StarFive VisionFive with 2 CPUs and 8GB of
memory. The server on which we executed QEMU and gem5 has an
AMD Ryzen 5 CPU and 16 GB of RAM. The configuration of gem5
is as follows: SE mode, 1 GHz RiscvO3CPU with 16GM DRAM with
50ns latency, 16kB L1i, 64kB Lid caches, and 256 kB L2 cache. As
indicated by the results in Fig 1, the slowdown caused by gem5
is mainly in the rage of 100× and 900×, whereas on average, our
plugin is only 5× to 10× slower than the baseline. As an example, it
takes gem5 around 100 seconds to run the small covariance kernel,
while the same benchmark completes in 4.3 seconds on a RISC-V
board. This discrepancy highlights the scalability issues of using
gem5 to execute large HPC applications or to perform parameter
sweeps for assessing memory latency sensitivity. In contrast, our
EDAN uses QEMU to trace the programs, which is easily an order
of magnitude faster than gem5.

To generate DAGs for a program, one may propose to exploit
memory traces orMPI traces, yet neither is sufficient in this scenario.
A pure memory trace does not contain dependency information
between memory accesses, and an MPI trace is too coarse-grained
for exposing memory-level parallelism. Therefore, our approach is
necessary as it allows us to accurately identify data dependencies
between instructions in the most fine-grained manner.

2 Background
2.1 Execution DAG (eDAG)
An execution directed acyclic graph (eDAG) is a way to represent
the data dependencies between computations. It is also named com-
putation DAG (CDAG) in the literature [36, 37, 69]. In this work, we
opted for the term eDAG to emphasize the dynamic nature of EDAN
and the fact that graphs are generated by executing and tracing
programs. Formally, an eDAG can be expressed as a directed graph
𝐺 = (𝑉 , 𝐸). 𝑉 represents the set of instructions in a program and
edges 𝐸 ⊆ (𝑉 × 𝑉 ) denote the set of directed edges defining the
data dependencies between instructions [18, 50, 70]. Fig 2 provides
an example of a trivial C program in which three variables a, b, and
c are initialized, and added together to another variable sum. As-
suming that the instruction trace we obtain through the execution
of the said C program is represented by 5 lines of RISC-V assembly,
its eDAG will have 5 vertices where vertex 0, 1, and 3 initialize the
variables respectively. Edges exist, in this scenario, between vertex
2 and 0 as well as 2 and 1 as the instruction add a3,a3,a4 depends
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Figure 1: Simulation time of Polybench kernels (small size) using QEMU emulation with instruction tracing (EDAN), and gem5 cycle-accurate
simulation. Runtime on a RISC-V chip is used as the baseline for slowdown calculations.

int a = 1;
int b = 2;
int c = 3;
int sum = a + b + c;

0: li a3,1 1: a4,2 3: li a5,3

2: add a3,a3,a4 4: add a3,a3,a5

Figure 2: A simple C program calculating the sum of 3 variables and
its corresponding eDAG.

on the values both in register a3 and a4. A similar argument can be
applied to construct the dependencies between vertex 2, 3, and 4.

2.2 DAG-based Performance Analysis
The amount of work (𝑇1) refers to the total time needed to execute
every instruction in the program by one processor [18]. Mathemat-
ically, 𝑇1 =

∑
𝑣∈𝑉 𝑡 (𝑣), where 𝑡 is a function that, given any vertex

𝑣 , outputs the time it takes to execute 𝑣 . If every 𝑣 has a unit cost,
𝑇1 equals the total number of vertices in the eDAG. The depth of
an eDAG (𝑇∞), also referred to as span in parallel programming
literature, is the shortest time required to execute all instructions
when an unlimited number of processors are used. It is the aggre-
gate execution time of vertices along the longest path, where the
longest path is computed by weighting each vertex by its execution
time [18]. Such a path is also called the critical path of the eDAG.
The depth can be expressed as𝑇∞ = max𝜋 𝑇 (𝜋) where 𝜋 denotes a
sequence of vertices 𝑣1, 𝑣2, . . . , 𝑣𝑘 such that 𝑣1 and 𝑣𝑘 are input and
output vertices respectively, and 𝑇 (𝜋) = ∑

𝑣∈𝜋 𝑡 (𝑣). The degree of
parallelism is the ratio between 𝑇1 and 𝑇∞ and can be regarded as
the average number of vertices that can be executed concurrently
at each step along the critical path of an eDAG. Intuitively, a higher
degree of parallelism indicates that on average, more tasks can
be executed simultaneously, which can result in a faster overall
execution time for programs. The work law claims 𝑇𝑝 ≥ 𝑇1

𝑝 , where
𝑝 is the number of available processors and 𝑇𝑝 is the execution
time of the program. The span law states that 𝑇𝑝 ≥ 𝑇∞. These
two laws express that 𝑇𝑝 cannot be less than the average work
done by each of the 𝑝 processors or the critical path through the
eDAG. The work and span laws together define the lower bound
of 𝑇𝑝 as 𝑇𝑝 ≥ 𝑚𝑎𝑥{𝑇1𝑝 ,𝑇∞}. Given 𝑇1 and 𝑇∞, 𝑝 processors, and a
greedy scheduler, Brent’s lemma states that the execution time of a
program 𝑇𝑝 is upper bounded by 𝑇1−𝑇∞

𝑝 +𝑇∞ [11, 26].

Program Tracing

Input Program RISC-V Binary Tracer

Instruction Trace eDAG Generator

eDAG Generation

eDAG Analysis

eDAG eDAG Analyzer Performance 
Metrics

Figure 3: High-level overview of the EDAN toolchain.

3 eDAG Analyzer Toolchain
Fig 3 illustrates the overall structure and the elements involved in
the workflow of the EDAN toolchain. As one can see from the col-
ored blocks, it is composed of three main stages, whose respective
functionalities are tracing programs, generating eDAGs based on
the collected trace, and producing relevant performance metrics
from eDAGs. The principal components and design choices in each
stage are discussed in detail in the following sections.

We chose RISC-V as the target ISA, and the reason is two-fold.
First, RISC-V is relatively simple [67], with fewer instructions to
consider than more intricate ISAs such as x86 [31] and ARM64
[1]. RISC-V instructions are also less complex, in terms of their
addressing modes and flag control. This greatly reduces the com-
plexity of the instruction trace parser in the second stage as well
as the time it takes to prototype the tool. Second, since the RISC-V
project’s inception [2], it has garnered significant interest from
both academia and industry [21], leading to the development of
numerous new extensions and hardware support [3, 63]. We hope
to contribute to the thriving open-source RISC-V community and
the ecosystem through the introduction of EDAN. The modular
design of EDAN allows for easy incorporation of support for other
ISAs by implementing their corresponding trace parsers and eDAG
generators without affecting other parts of the toolchain.

3.1 Program Tracing
The primary goal of the first stage is to obtain a trace of every
assembly instruction that has been executed in a program. To start,
we take the source code of an arbitrary application and compile it
to RISC-V binary. In order to achieve this, we primarily leveraged
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the RISC-V GNU Toolchain (GCC version 12.2.0) [57] as most users
might not have access to hardware that is capable of support the
RISC-V ISA.

1 #define N 4

2 int __attribute__ (( noinline))

3 kernel(int *arr , int n)

4 {

5 int i, sum = 0;

6 // Perform summation

7 for (i = 0; i < n; ++i)

8 sum += arr[i];

9 return sum;

10 }

Figure 4: Example kernel in C that
sums all elements in a given array.

1 add a3,a0,a1

2 mv a0,zero

3 lw a4 ,0(a5);0 x400800290

4 addi a5,a5 ,4

5 addw a0,a0,a4

6 bne a3,a5 ,-6

7 lw a4 ,0(a5);0 x400800294

8 addi a5,a5 ,4

9 addw a0,a0,a4

10 bne a3,a5 ,-6

Figure 5: Section of the trace
generated from the summa-
tion kernel.

3.1.1 Tracer Many tools can be employed to trace a program, in-
cluding perf [64] or gdb [65]. Nonetheless, they are either too slow
or do not allow the trace output to be customized easily. To this end,
we made the decision to utilize the Tiny Code Generator (TCG) plu-
gin in QEMU (version 7.2.91) user mode [5] as the core of EDAN’s
tracer. This approach has several benefits. Firstly, under user mode,
QEMU is extremely fast as TCG translates target instructions and
syscalls to be compatible with the host without having to emu-
late the OS kernel or the hardware. Secondly, TCG plugins are
C programs that gain access to runtime information and interact
with QEMU via APIs. Hence, by writing our own TCG plugin and
modifying parts of the disassembler, we are able to easily tailor
the output to our desired format and maximize the performance
of program tracing. Lastly, unlike ISA-specific emulators such as
rv8 [16] and banshee [56], similar TCG plugins can be attached
to QEMU emulators with different target ISAs, enabling assembly
traces of various ISAs to be collected.

Our tracer plugin provides users with the flexibility of specifying
the names of particular functions that will be traced or will be
excluded from tracing. This way, only instructions from the most
crucial functions are recorded, while irrelevant function calls, such
as those directed to the runtime library, are ignored. Not only
does this ameliorate the slowdown of tracing, but it also mitigates
the noise from nonessential functions and the possible impact it
may have on later stages. Sometimes this requires adding flags
such as -g or -fno-inline to the compiler, which ensures that the
corresponding symbols can be accessed during tracing.

Fig 4 shows a code that traverses through an integer array arr of
size n and returns the sum of all of its items. It will serve as a running
example throughout the paper and be referred to as the summation
kernel. Fig 5, on the other hand, presents one section of the trace
that was obtained through the execution of the summation kernel.
The instruction trace contains two columns of data separated by
semicolons. The first column shows the assembly instruction, and
the last column, which is not always present, denotes the virtual
address of the data of a memory access operation, such as memory
loads and stores. Data addresses are necessary for generating eDAGs
and incorporating cache models into their analysis.

3.2 eDAG Generation
After program tracing, the next step is to parse the trace and gen-
erate an appropriate eDAG that captures the data dependencies
between instructions. To achieve this, we developed a trace parser
and eDAG generator written in Python.

The principal ideas behind the eDAG generator are presented
by the Python-style pseudocode in Algorithm 1. As the program
iterates through the trace file, it splits each line into the instruction
itself and the data address (or addresses in some rare cases) it ac-
cesses. If an address is present, the cache model is used to simulate
whether the given memory address is a cache hit. The instruction
cost model determines the computation cost (e.g., number of CPU
cycles) of each instruction, and it can be regarded as the function
𝑡 in Section 2.1. Both models are employed to obtain information
that will be essential to computing the performance metrics from
eDAGs. The core algorithm that establishes the dependencies be-
tween vertices is summarized by lines 12 to 17. This procedure
ensures that all data dependencies can be correctly identified while
constructing the eDAG. At the same time, it abstracts away all the
ISA-specific functionalities into the function generate_vertex(),
so that when more ISAs are incorporated into EDAN, it is the only
component that needs to be implemented.

One potential restriction of applying the cache model to the
memory addresses according to the sequential order in the trace is
that when 𝑁 memory accesses are executed, there are in reality 𝑁 !
ways to order them. Distinctive orderings will result in dissimilar
cache miss rates. Therefore, all topological sortings of memory
access vertices should be considered in theory. Nonetheless, that
would be computationally intractable, and thus we decided to only
follow one specific ordering of the memory accesses.

Algorithm 1 Pseudocode for generating eDAGs from trace files
Input: Trace file 𝑡𝑟𝑎𝑐𝑒 , Cache model 𝑐𝑎𝑐ℎ𝑒 with parameters 𝜃 ,

Instruction cost model 𝑡 with parameters 𝜙
1: Initialize new 𝑒𝐷𝐴𝐺 object
2: Initialize a dictionary 𝑐𝑢𝑟𝑟_𝑣𝑠
3: for each 𝑙𝑖𝑛𝑒 in trace do
4: 𝑖𝑛𝑠𝑛, 𝑑𝑎𝑡𝑎_𝑎𝑑𝑑𝑟 = 𝑙𝑖𝑛𝑒.𝑠𝑝𝑙𝑖𝑡 (‘;’)
5: 𝑣 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒_𝑣𝑒𝑟𝑡𝑒𝑥 (𝑖𝑛𝑠𝑛, 𝑑𝑎𝑡𝑎_𝑎𝑑𝑑𝑟 )
6: if 𝑑𝑎𝑡𝑎_𝑎𝑑𝑑𝑟 is not None then
7: 𝑣 .𝑐𝑎𝑐ℎ𝑒_ℎ𝑖𝑡 = 𝑐𝑎𝑐ℎ𝑒.𝑔𝑒𝑡 (𝑑𝑎𝑡𝑎_𝑎𝑑𝑑𝑟 )
8: 𝑣 .𝑡𝑖𝑚𝑒 = 𝑡 .𝑔𝑒𝑡_𝑐𝑜𝑠𝑡 (𝑣)
9: 𝑒𝐷𝐴𝐺.𝑎𝑑𝑑 (𝑣)
10: 𝑡𝑎𝑟𝑔𝑒𝑡𝑠 = 𝑣 .𝑡𝑎𝑟𝑔𝑒𝑡𝑠

11: 𝑑𝑒𝑝_𝑣𝑎𝑙𝑠 = 𝑣 .𝑑𝑒𝑝_𝑣𝑎𝑙𝑠
12: for each 𝑣𝑎𝑙 in 𝑑𝑒𝑝_𝑣𝑎𝑙𝑠 do
13: 𝑑𝑒𝑝_𝑣 = 𝑐𝑢𝑟𝑟_𝑣𝑠 [𝑣𝑎𝑙]
14: if 𝑑𝑒𝑝_𝑣 exists then
15: 𝑒𝐷𝐴𝐺.𝑎𝑑𝑑_𝑒𝑑𝑔𝑒 (𝑑𝑒𝑝_𝑣, 𝑣)
16: for each 𝑡𝑎𝑟𝑔𝑒𝑡 in 𝑡𝑎𝑟𝑔𝑒𝑡𝑠 do
17: 𝑐𝑢𝑟𝑟_𝑣𝑠 [𝑡𝑎𝑟𝑔𝑒𝑡] = 𝑣
18: return 𝑒𝐷𝐴𝐺
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𝑇! = 6

𝑇"
𝑇!

= 1.6

(a) Example eDAG where non-true dependencies are dashed arrows.

𝑇! = 5

𝑇"
𝑇!

= 2

(b) The same eDAG where only true dependencies are present.

Figure 6: Removing non-true data dependencies can help reduce the depth of the eDAG and expose potential parallelism. A critical path in
both graphs is highlighted.

3.2.1 Exposing Potential Parallelism There are four categories of
data dependencies, which include true dependencies (read-after-
write dependencies or RAW for short), anti-dependencies (write-
after-read dependencies or WAR for short), output dependencies
(write-after-write dependencies or WAW for short), and input de-
pendencies (read-after-read or RAR for short) [39]. We noticed that
considering non-true data dependencies in eDAGs greatly hinders
the discovery of potential instruction-level parallelism that is in-
trinsic to an application [49]. This can be primarily attributed to the
fact that in a realistic microarchitecture, only a limited number of
registers are available. Hence, false dependencies, especially WAW,
can be seen as introduced by the register allocation algorithm in a
compiler [40] as a means to cope with this constraint.

To demonstrate how this approach exposes potential instruction-
level parallelism from the trace of a purely sequential program,
we present Fig 6. The two subfigures show a segment of an eDAG
generated from a matrix multiplication kernel. The difference is
that in Fig 6a, both WAW and RAW dependencies are kept and
WAW dependencies are denoted by dashed arrows, while in Fig 6b
WAW dependencies are removed. Assuming that all vertices have
unit cost, the work 𝑇1 in both cases is equal to 10, yet in the first
scenario, 𝑇∞ is 6 whereas 𝑇∞ is 5 in the second scenario. In this
specific example, as vertex 6 no longer need to wait for vertex 2 to
free register a3, all load instructions can be executed at the same
time. Thus, by simply ignoring false data dependencies, we have
increased the average degree of parallelism from 1.6 to 2.

One limitation of our current approach is that it cannot fully
uncover the potential instruction-level parallelism when register
spilling happens. To be more precise, depending on the register
pressure of the ISA and the design of the compiler, the values of
some variables will be spilled to the main memory and stored back
throughout the execution of the program [14]. This process creates
additional dependencies between instructions and decreases the
maximum degree of parallelism the program is capable of achiev-
ing given enough registers. Our toolchain does not detect register
spilling, and hence not all parallelism can be recovered.

Fig 7 demonstrates the eDAG generated from the summation
kernel trace with a 4-item input array. The eDAG shows that register
a0 stores sum, and vertices on the right add each array item to the
sum. On the left, register a5 increments as the index into the array,
serving as the address for the next item to load. Branch instruction
vertices (e.g., 7, 11, 15) do not overwrite register or memory address
values. As eDAG only considers data dependencies and ignores
control flow dependencies, no other vertices depend on them.

0: slli a1,a1,2

2: add a3,a0,a1

1: mv a5,a0

4: lw a4,0(a5)5: addi a5,a5,4

3: mv a0,zero

6: addw a0,a0,a47: bne a3,a5,-6

11: bne a3,a5,-6

15: bne a3,a5,-6

19: bne a3,a5,-6

8: lw a4,0(a5)9: addi a5,a5,4

10: addw a0,a0,a412: lw a4,0(a5)13: addi a5,a5,4

14: addw a0,a0,a416: lw a4,0(a5)17: addi a5,a5,4

18: addw a0,a0,a4

Figure 7: eDAG generated from the trace of the summation kernel for
n=4. Red vertices represent memory accesses, white vertices denote
other instructions. Edges represent true dependencies.

3.3 eDAG Analysis
To achieve one of the primary objectives of this work, which is
to obtain performance metrics including the theoretical memory
latency sensitivity of any given program, the generated eDAGs are
passed to the eDAG analyzer. Before discussing the details of the
metrics, we first define an appropriate cost model.

3.3.1 Memory Cost Model To mitigate the effects of the high la-
tency and low bandwidth of memory accesses, CPUs employ two
orthogonal techniques. First, multiple memory access instructions
can be pipelined and executed in parallel [25]. This can increase
the throughput of the system as long as the memory-level paral-
lelism is high enough. Second, caches can reduce the number of
memory accesses that need to access RAM, which improves the
average latency as long as the program has good locality [8]. We
extract a metric that takes into account memory-level parallelism
and locality from our eDAGs. We assign each memory access that
goes to RAM a constant access latency of 𝛼 and we assume that
𝑚 memory accesses can be issued in parallel. This means that is-
suing 𝑠 memory accesses in parallel costs ⌈ 𝑠𝑚 ⌉𝛼 . In contrast, for a
chain of 𝑠 dependent accesses to RAM, the cost is 𝑠𝛼 . In addition
to the memory cost, we consider the total computational cost of
non-memory-access operations (e.g., arithmetic, and cache access)
in an eDAG to be a constant 𝐶 that is independent of 𝛼 and pro-
portional to the work. A vertex that accesses RAM (and is hence a
cache miss) is a memory access vertex.

In general, we subdivide the eDAG into layers, which we define
recursively: The first layer consists of memory access vertices that
are not reachable from any other memory access vertices. The 𝑖 + 1-
th layer consists of memory access vertices that are reachable from
vertices in the 𝑖-th layer without going through another memory
access vertex. The number of layers is thememory depth D and the
total number of memory access vertices in the eDAG is the memory
workW. LetW𝑖 be the number of memory access vertices in level
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𝑖 . Based on these variables, the memory cost𝑀𝑚,𝛼 is bounded by

max
(
D, W

𝑚

)
𝛼 ≤ 𝑀𝑚,𝛼 ≤

(
W −D
𝑚

+ D
)
𝛼 . (1)

which can be obtained in similar reasoning as the work/span laws
and Brent’s lemma: For the lower bounds, notice that memory ac-
cesses that depend on each other must execute one after the other.
Consider a path that contains the largest number of memory ac-
cess vertices in the eDAG. Its length is D, which yields the lower
bound of D𝛼 . For the second lower bound, notice that at most𝑚
memory accesses can occur in parallel. As there are W memory
access vertices, the bound W

𝑚 follows. For the upper bound, ob-
serve that by definition of a layer, the next layer can execute as
soon as the previous layer has finished and there are no memory
dependencies within a layer, i.e., every memory access in a given
layer can be issued in parallel. Hence, the memory cost to execute
layer 𝑖 is

⌈
W𝑖

𝑚

⌉
𝛼 and the total memory cost is bounded by the

sum
∑D
𝑖=1

⌈
W𝑖

𝑚

⌉
𝛼 over the layers. Then, the inequality follows by

using the rule ⌈ 𝑛𝑚 ⌉ = ⌊𝑛−1𝑚 ⌋ + 1, which holds for positive 𝑛 and
𝑚. To be more precise, Equation 1 describes the theoretical upper
and lower bounds of the execution time of a program if its eDAG
only contains memory access vertices while all other operations
are ignored. Note that variables D, W, 𝐶 , 𝑀𝑚,𝛼 and 𝑇𝑚,𝛼 are all
functions of a given eDAG 𝐺 . If 𝐺 is clear from the context, it is
omitted from the expressions. Now, if we take into account the
constant computation cost of non-memory-access vertices we can
bound the total theoretical cost of the eDAG, 𝑇𝑚,𝛼 , for a given𝑚
and 𝛼 as:

max
(
D, W

𝑚

)
𝛼 +𝐶 ≤ 𝑇𝑚,𝛼 ≤

(
W −D
𝑚

+ D
)
𝛼 +𝐶 . (2)

For simplicity, this cost model ignores the interactions between
memory access vertices and other instructions. Nevertheless, it still
provides us with an effective estimation of the impact of both the
memory access latency and the number of available memory issue
slots without having to develop a complex model that considers
all the intricacies of the underlying architecture of the machine on
which the program is run.

3.3.2 Memory Latency Sensitivity In mathematics, sensitivity anal-
ysis (SA) aims to investigate how the set of 𝑁 input variables
𝑥 = {𝑥1, 𝑥2, . . . 𝑥𝑁 } influence the output 𝑦 = {𝑦1, 𝑦2, . . . , 𝑦𝐷 } of
a function 𝑦 = 𝑔(𝑥) where 𝑔 : R𝑁 → R𝐷 [10, 61]. There are two
general approaches to conducting SA: local and global. Although
global SA provides a more comprehensive view of the effect of each
parameter in 𝑥 , local SA is easy to implement and is not as com-
putationally demanding. However, local SA has its limitations. For
instance, when the model is nonlinear, the results produced can be
heavily biased [59, 60]. Assuming that function 𝑔 is differentiable,
derivative-based local SA can be performed by taking the partial
derivative of 𝑦 with respect to the 𝑖-th input 𝑥𝑖 and expressed as
𝑆𝑖 =

𝜕𝑦
𝜕𝑥𝑖

���
𝑥0
, where 𝑆𝑖 is the sensitivity measure of 𝑥𝑖 and 𝑥0 ∈ R𝑛

is the fixed point at which the derivative is evaluated [9, 53].
To derive memory latency sensitivity based on eDAGs, we refer

to the theory regarding derivative-based local SA. In essence, we can
take one of the bounds of 𝑇𝑚,𝛼 , and compute its partial derivative
with respect to 𝛼 . It is evident that the derivative expresses the
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(a) Example eDAG of a latency-
sensitive application.

𝑣!

𝑣"

𝑣# 𝑣$

𝒲 = 3
𝒟 = 1

(b) Example eDAG of a latency-
insensitive application.

Figure 8: eDAGs generated from a latency-sensitive vs. latency-
insensitive application, red vertices denote memory accesses.

quantity of how much 𝑇𝑚,𝛼 changes as the memory access latency
varies, and can be utilized to directly gauge the memory latency
sensitivity of an application. Moreover, considering that the model
is linear, we also minimize the influence of potential bias from local
SA [55, 60]. Since we are interested in the worst-case performance
of an application, we opted for the upper bound of𝑇𝑚,𝛼 , and define
the absolute memory latency sensitivity of an eDAG 𝜆 as

𝜆 =

𝜕

((
W−D
𝑚 + D

)
𝛼 +𝐶

)
𝜕𝛼

=
W −D
𝑚

+ D (3)

Fig 8 demonstrates the features in an eDAG that distinguishes a
latency-sensitive application from a latency-insensitive one. Given
the same amount of memory workW, eDAG 𝐺1 in Fig 8a should
be more sensitive to memory latency due to the fact that it has all
the memory access vertices clustered along the critical path, while
eDAG 𝐺2 in Fig 8b should be more tolerant to it as it only has a
memory depth of 1. Assuming𝑚 = 3 and 𝛼 = 1, if we increment
𝛼 to 2, 𝑇𝑚,𝛼 (𝐺1) will be increased by 3 while 𝑇𝑚,𝛼 (𝐺2) will only
be increased by 1. Now, if we limit𝑚 to 1, the cost increase will
be 3 for both. From this example, it can be seen that the effect of
depth on the overall memory latency sensitivity is constrained by
the number of available memory issue slots. This characteristic is
summarized perfectly by Equation 3. After re-arranging, we have
𝜆 = 1

𝑚W+ (1− 1
𝑚 )D, which signifies that given a fixed𝑚 andW,

𝜆 grows with D. IfW and D stay constant,𝑚 can be interpreted
as the variable that controls what proportionsW and D should be
counted towards the total computation cost. The larger𝑚 becomes,
the more weight is given to D and vice-versa.

Despite being a useful metric, 𝜆 on its own does not fully describe
how an application’s performance will be affected in comparison
to a baseline. If an application is already slower than other pro-
grams, introducing additional memory access latency could lead
to a comparatively larger decrease in performance on an absolute
scale. However, the slowdown may not be as significant relative
to its baseline performance. Conversely, adding memory latency
to a fast program may only result in a minor increase in execution
time on an absolute scale, but the relative impact on performance
could be substantial. To this end, we formulate the relative memory
latency sensitivity Λ of an eDAG as

Λ =
𝜆

𝜆𝛼0 +𝐶
(4)

where 𝛼0 is the baseline latency of memory access operations. In-
tuitively, Λ represents the relative performance change of an ap-
plication with respect to a specific baseline. Unlike 𝜆, it produces a
normalized metric between 0 and 1, and by taking into account 𝐶 ,
Λ implicitly shows the percentage of a program’s total computation
cost that is attributed to memory accesses.



EDAN: Towards Understanding Memory-Level Parallelism and Latency Sensitivity of Real-World Applications

for (k = 0; k < _PB_N; k++) {
for (j = k + 1; j < _PB_N; j++)

A[k][j] = A[k][j] / A[k][k];
for (i = k + 1; i < _PB_N; i++)

for (j = k + 1; j < _PB_N; j++)
A[i][j] = A[i][j] - A[i][k] * A[k][j];

}

Figure 9: Data movement over time of the lu kernel. The dataset size
is 64. No cache model is used. Memory access instructions take 200
cycles, other instructions have unit costs. 𝜏 is set to 1 cycle.

3.3.3 Bandwidth Utilization In addition to memory latency sensi-
tivity, one can also approximate a program’s average bandwidth
utilization and visualize its data movement over time with the help
of eDAGs. To do so, we first formulate the critical path length 𝑇∞
exactly as described in Section 2.2, and𝑤 (𝑣) as the amount of data
moved between the CPU and the main memory in bytes when 𝑣 is
processed. Then, under the assumption of a greedy scheduler and
that an infinite number of instructions can be performed in parallel,
the average bandwidth utilization 𝐵 can be expressed as

𝐵 =

∑
𝑣∈𝑉 𝑤 (𝑣)
𝑇∞

(5)

Note that 𝐵 should be regarded as a reference to the theoretical
maximum average bandwidth that can be achieved rather than an
estimate of the actual bandwidth usage.

We then define 𝑆 (𝑣), and 𝐹 (𝑣) as the start time and finish time
of vertex 𝑣 respectively. Given an eDAG 𝐺 = (𝑉 , 𝐸), 𝑆 (𝑣) and 𝐹 (𝑣)
can be calculated as follows

𝑆 (𝑣) =
{
0 , if 𝑣 ∈ 𝐼
max {𝐹 (𝑢) | (𝑢, 𝑣) ∈ 𝐸} , otherwise

(6)

𝐹 (𝑣) = 𝑆 (𝑣) + 𝑡 (𝑣) (7)
where 𝐼 is the set of input vertices of𝐺 (i.e. vertices whose in-degree
is 0), and 𝑡 is a predefined function that outputs the execution time of
𝑣 . Now, we can stratify the eDAG into ⌈𝑇∞𝜏 ⌉ phases given a specified
time interval 𝜏 , and the total datamovement𝑈𝑖 within phase 𝑖 can be
expressed as𝑈𝑖 =

∑
𝑣∈𝐾 𝑤 (𝑣) where𝐾 = {𝑣 |𝑆 (𝑣) ≤ 𝜏 ·𝑖 ≤ 𝐹 (𝑣)} is a

set containing all vertices that are being run in phase 𝑖 . By assigning
reasonable execution times to different types of instructions and
adjusting the value of 𝜏 , we can obtain sensible estimations of the
data movement pattern of an application at various time resolutions.

Fig 9 illustrates the data movement plot generated from the
trace of LU decomposition. We can clearly see that the peaks in the
diagram delineate each iteration. Furthermore, the data movement
pattern conforms with the intuition behind LU decomposition as
the outer loop in the source code shows that the algorithm updates
the upper triangular matrix from top to bottom, and the amount
of transferred data decreases. Through this example, we showcase
the possibility of using eDAGs to identify hidden data bursts in a
program. More importantly, it is demonstrated that not only can
eDAG be applied to theoretical analysis, but it is also capable of
producing practical performance metrics.
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Figure 10: Impact of increasedmemory access latency on the runtime
of 15 PolyBench linear algebra benchmarks.
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Figure 11: Comparison of memory latency sensitivity rankings of
benchmarks based on gem5 data and 𝜆.

4 Validation of EDAN
Despite the incorporation of an instruction cost model and the
assignment of execution time to vertices, EDAN by no means pro-
vides a direct estimation of the actual runtime of a program or
the slowdown incurred by additional memory latency. Thus, to
validate the memory latency sensitivity metrics and to assess the
efficacy of EDAN, another approach has to be taken. The technique
we opted for involves measuring the performance degradation of
various applications, ranking them based on the perceived impact
of memory latency, and then comparing the applications’ ranks to
those acquired by analyzing their eDAGs. To gather data for the
first step, we had to resort to gem5 as we lacked hardware that
would easily allow artificial memory access delays to be injected.

Considering the significant latency overhead of gem5, we chose
a set of linear algebra benchmarks with small dataset size from
PolyBench to be evaluated. The configuration of gem5 is as fol-
lows: SE mode, 1 GHz RiscvO3CPU with 16GM DRAM with 50ns
latency, 16kB L1i and 64kB Lid caches. For simplicity, we did not
attempt to emulate a multi-node system with remote memory, as
performing parameter sweeps in gem5 for numerous parameters
and applications will be excessively time-consuming. Instead, we
varied the DRAM latency for all memory access instructions from
the baseline to 300𝑛𝑠 at 5𝑛𝑠 increment. We used PolyBench’s inter-
nal time reporting functionality to measure only the time of the
computation kernel so that the time taken for initialization and
cleanup is excluded [23].

4.1 Validation of 𝜆
In Fig 10, we display the runtime of 15 linear algebra benchmarks in
gem5 plotted against increasing DRAM latencies. To generate the
ranking, we calculated the average execution time for each across
all tested latencies. We sorted them from highest to lowest, with
the first kernel being the most latency sensitive. To produce the
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𝒲/𝐶 ≥ 0.3 𝒲/𝐶 < 0.3

Figure 12: Comparison of memory latency sensitivity rankings of
benchmarks based on gem5 data and Λ.

ranking with EDAN, we began by recording traces for the main
computational kernels in the benchmarks, while disregarding extra-
neous functions like array initialization and cleanup. This ensured
that the code section we traced would correspond accurately with
the timing data provided by gem5. We generated the eDAG for
each benchmark using the same parameters for the cache model
as those used in gem5, in order to mirror the setting in gem5. We
then calculated their respective 𝜆 value with a value of 4 for𝑚 and
sorted them in descending order.

Fig 11 plots the comparison of rankings from gem5 and the 𝜆
metric. As can be observed, 6 out of 15 benchmarks’ rankings match
perfectly with the ground truth produced by gem5, which includes
the 2 most latency-sensitive as well as the 3 least latency-sensitive
kernels. For those that are misaligned, the ranks differ by a max-
imum of 2, and the average difference between the two rankings
is only 0.93. The ability to precisely identify benchmarks on both
ends of the latency sensitivity spectrum and having a small average
discrepancy suggest that 𝜆 can be employed as a reliable metric
to compare the potential increase in execution time of multiple
applications when additional memory latency is introduced. Addi-
tionally, we demonstrate the effectiveness of the EDAN toolchain
in enhancing the productivity of performance engineers. It took
around 24 hours to collect the runtime data for all the benchmarks
in gem5, while the entire process only took less than an hour with
the assistance of EDAN. It is important to note that the value of
𝜆 does not correspond to the magnitude of the execution time in-
crease. In other words, unlike the slopes of the trendlines in Fig 10,
if 𝜆𝑎 from application 𝐴 is twice as large as 𝜆𝑏 from application 𝐵,
it does not necessarily indicate the runtime increase of 𝐴 will be
twice that of 𝐵 in most cases.

4.2 Validation of Λ
To test the validity of Λ, we use the same data collected with gem5.
Following the same methodology outlined in the previous section,
we determined the relative slowdown of each benchmark’s runtime
when compared to its baseline (i.e. 50𝑛𝑠 DRAM latency) across all
DRAM latencies. We ranked the benchmarks accordingly based on
the average relative slowdown. For all benchmarks, we chose 𝛼0
to be 50 and the total number of non-memory-access vertices in
an eDAG to be 𝐶 . We observed that, in this case, the actual values
of 𝛼0 and 𝐶 only affect the magnitude of Λ, and do not alter the
rankings of the benchmarks.

Fig 12 presents the comparison of ranks based on the two ap-
proaches. However, the results here are significantly poorer than
those in Fig 11. Specifically, only one ranking based on Λ conforms

to the ground truth, and the average discrepancy is 2.67. Neverthe-
less, we noticed that albeit not perfectly, EDAN predicted the top 4
most latency-sensitive benchmarks based on relative slowdown us-
ing Λ. Therefore, we sought to investigate the circumstances under
which Λ would give a reasonable estimate. To do so, we computed
the value of W

𝐶
, which denotes the ratio between memory work

and the number of non-memory-access instructions. We discovered
that the top 4 kernels all have a W

𝐶
ratio larger than 0.3. Based on

this finding, it can be extrapolated that in order for Λ to provide a
sensible estimate, W

𝐶
needs to be above a certain threshold. This

can be attributed to the fact that our metric does not accurately
model the cost of non-memory access instructions. It overlooks
the interactions between memory access vertices and all other in-
structions, making it impossible to know when computations and
memory accesses overlap or depend on each other. Since the value
of𝐶 cannot be correctly computed, it follows that as the proportion
of memory access vertices becomes smaller, the larger the deviation
between the calculated Λ and its actual value. Despite its weakness,
Λ is still a valuable metric for identifying memory-intensive bench-
marks that could benefit from performance optimization strategies
such as caching or prefetching.

5 Case Studies of Benchmarks and Applications
Now that we have validated our model and assessed the strengths
and weaknesses of EDAN, we will proceed to apply it to a set of
applications and benchmarks as case studies. This will enable us
to gain an in-depth understanding of their potential memory-level
parallelism and latency sensitivity.

5.1 PolyBench-C Suite
Although some experiments have already been performed on Poly-
Bench in the previous section, analyzing the memory workW and
memory depth of D of individual benchmarks can still provide
further insight into memory-level parallelism, making it the first
set of benchmarks to be examined. We varied the input data size 𝑁
for linear algebra benchmarks and investigated its impact on W
and D of their eDAGs. The effect of 𝑁 on W is relatively uninfor-
mative, the relationship between them can simply be characterized
by polynomial functions with different degrees according to the
algorithms [37]. On the other hand, the connection between 𝑁
and D is more compelling. Fig 13 plots the values of D against
𝑁 , and it can be seen that 8 out of 15 benchmarks have a constant
memory depth despite a changing 𝑁 . We attempted to categorize
the benchmarks by the types of algorithms they perform, yet it
was unsuccessful since algorithms that should belong to the same
category, such as trmm and 2mm, exhibit different behaviors for D.

Upon closer inspection, we made the following discovery: Data-
oblivious applications should always have constant memory
depths under the assumptions of an ideal architecture. This
is due to the fact that, by definition, in a data-oblivious application,
both the memory access pattern and the control flow, are indepen-
dent of the data itself [47]. Thus, memory loads that depend on
each other, such as those found in pointer chasing, should not oc-
cur. If infinite registers are available to store all values, the longest
chain of dependent memory accesses would be first loading a value
from memory and storing it back after all dependent operations
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Figure 13: Impact of data sizes on thememory depth D of PolyBench
linear algebra benchmarks. Cache models were not used.

have been executed, which makes the memory depth constant. An
example would be the eDAG of the summation kernel in Fig 7. We
can deduce visually that there is only one memory access vertex
along the critical path regardless of the input size. Intuitively, it
signifies that all elements from the array can be loaded at the same
time, which shows significant memory-level parallelism. However,
if we inspect it from a traditional work and depth perspective, this
is all hidden as the depth grows linearly with the input size. In
essence, through D andW, we expose the potential memory-level
parallelism in a program that is otherwise not easily detectable.

1 /* trmm: B := alpha*A '*B, A triangular */
2 for (i = 1; i < _PB_NI; i++)
3 for (j = 0; j < _PB_NI; j++)
4 for (k = 0; k < i; k++)
5 B[i][j] += alpha * A[i][k] * B[j][k];

Figure 14: Section of source code from trmm.

Despite being data-oblivious, around half of the tested bench-
marks still have a linear memory depth, which is primarily caused
by register spilling as discussed in Section 3.2.1. To demonstrate
this, we present in Fig 14 a section of the source code from trmm.
In this case, trmm has the fastest-growing memory depth among
all benchmarks. From its source code, we see that the compiler is
unable to keep each B[i][j] in a designated register as there are
too many distinct values loaded between its first and last access. For
instance, when the kernel size is 4, 15 unique values are loaded from
memory between the first and last access of B[1][0]. Since the
compiler does not keep all of them in registers, the value B[1][0]
will be “spilled" back to memory. This, in turn, creates extraneous
dependencies between loads and stores.

5.2 HPCG
HPCG (High-Performance Conjugate Gradient) is a benchmark
for ranking computer systems, and it centers around solving a
large sparse linear system with preconditioned conjugate gradient
(PCG) method [27, 66]. The benchmark consists of two main phases:
the setup phase and the PCG iteration phase. The setup phase
constructs the sparse matrix and the multigrid hierarchy, while
the PCG iteration phase performs multiple iterations of the PCG
algorithm to compute an approximate solution of the equation. The
version of the program was 3.1.

To analyze the program’s performance, we focused on the CG
function in the PCG iteration phase and ignored the setup phase
entirely. We chose a data size of 16 and an iteration number of
50. Tracing took approximately 35 seconds and produced a file of

5.5𝐺𝐵, containing over 210 million lines of instructions. The trace
file was processed on a server with Intel Xeon X7550 CPUs, 1 TB
of memory, and a PERC H700 hard disk. It took around 7 hours to
generate and analyze the eDAG. We collected performance metrics
from the eDAG with various cache configurations.𝑚 and 𝛼0 were
set to be 4 and 1 respectively, and the value of 𝐶 is the number
of non-memory access vertices. We specified the cost of memory
accesses to be 200 cycles, while all other instructions had a unit cost.
The cache model we used was a write-through 2-way associative
L1 cache with 64 bytes cache line and LRU as the eviction strategy.
The results are summarized in Table 1.

Cache Size W D 𝜆 Λ B [GB/s]

No Cache 106151255 73703 26593091 0.1462 46.5
32 kB 11200012 (89.4%) 45102 (38.8%) 2833830 (89.3%) 0.0112 (92.3%) 8.1
64 kB 10833505 (89.8%) 43502 (41.0%) 2741003 (89.7%) 0.0108 (92.6%) 8.1

Table 1: Impact of cache sizes on the performance metrics in HPCG.
The numbers in parenthesis show the percentage reduction com-
pared to the baseline.

One can see from the data that, in this specific scenario, caching
plays a significant role in mitigating the memory latency sensitivity
of HPCG. Compared with the baseline in which no cache was avail-
able, we see a reduction of around 90% for W when 32kB of cache
is used, which, as one may expect, results in a substantial decrease
in both 𝜆, Λ, and the average bandwidth utilization 𝐵. However,
increasing the cache size further leads to diminishing returns as
doubling the cache size does not yield a noticeable improvement in
performance metrics. This can be explained by the fact that a small
dataset was used, which could likely fit within the cache, at which
point, only the unavoidable cold misses remain.
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Figure 15: Data movement over time of HPCG with different cache
sizes. 𝜏 was set to 100 cycles.

We visualize the data movement over time of the three config-
urations in Fig 15. The pattern exhibited in the plot adheres to
our intuitive understanding of the algorithm as a large amount of
data is loaded at the start, and the repetitive small bursts of data
movement coincide with each PCG iteration. There are 50 peaks
in the plot, which matches perfectly with the number of iterations
we defined. Additionally, the impact of the cache is also visible as
both the height and width of the orange and green lines are shorter
compared with the baseline.

5.3 LULESH 2.0
LULESH (Livermore Unstructured Lagrangian Explicit Shock Hy-
drodynamics) 2.0 is a proxy application that simulates the effect of a
blast wave in a physical domain through time-stepping followed by
calculation of the time constraint. The code uses an unstructured
hexahedral mesh with two centerings, where the element center-
ing stores thermodynamic variables, whereas the nodal centering
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stores kinematic values. The algorithm consists of two major steps:
advancing the node quantities, followed by advancing the element
quantities [33, 34]. To better understand LULESH, we traced its
kernel function LagrangeLeapFrog with a data size of 1000 and
an iteration number of 10. The tracing process took 3.8 seconds
and produced a 1.2GB file with 49 million lines of instructions. It
was then processed on the same server as described in the previous
section and computed the performance metrics with an identical
set of parameters. The results are presented in Table 2.

Cache Size W D 𝜆 Λ B [GB/s]

No Cache 18852125 53776 4753363 0.1370 13.6
32 kB 5389537 (71.4%) 13083 (75.7%) 1357197 (71.4%) 0.0303 (77.9%) 15.8
64 kB 5279800 (72.0%) 13055 (75.7%) 1329741 (72.0%) 0.0296 (78.4%) 15.5

Table 2: Impact of cache sizes on the performancemetrics in LULESH.

Compared with the data from HPCG, caching helps mitigate the
memory latency sensitivity of LULESH in a similar fashion, as both
W and D are decreased by more than 70% relative to the baseline.
One difference is that the majority of memory vertices are removed
from the critical path, resulting in a significant reduction in D.
Hence, the critical path length𝑇∞ is also much shorter, which leads
to a slight boost in 𝐵.
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Figure 16: Data movement over time of LULESH with different cache
sizes. 𝜏 was set to 100 cycles.

Fig 16 visualizes the data movement pattern of the computational
kernel in LULESH, revealing its behavior during execution. The
peaks in the plot indicate the start of a new time step, while the flat
sections in between correspond to the calculation of nodal forces
and the advancement of element quantities [33].

6 Related Work
Performance Modeling Tools Computer architects often rely

on simulators to evaluate the impact of architectural changes. Un-
surprisingly, a plethora of simulators exist [6, 58, 62], capable of
simulating architectures at various levels of details. Clearly, there
is a trade-off between simulation accuracy and speed. While most
of these tools simulate architecture components, others [62] rely
on binary instrumentation [43] to trace events during execution
and estimate latency. All simulation tools have in common that
they force the user to do parameter sweeps to evaluate the impact
of an architectural change on a specific application. This further
increases the computational costs of relying on simulators to judge
the impact of different parameters on performance. In this work, we
rely on the gem5 simulator only to validate the accuracy of the pre-
dictions made by the proposed model. Constructing a graph-based
representation of the program is a common approach in order to
minimize the overhead of tracing and instrumentation [13, 54].

A possible solution is to construct models that abstract away
most of the details of a computer, and instead, parameterize them
using key performance metrics such as computational and memory
bandwidth as in the original roofline model [68]. Naturally, such
models are often extended with more parameters [29, 30, 44, 45].
While insightful, they only predict the performance of simple kernel,
not an application made up of parts exposing different behaviors.
Another issue is when modeling performance is finding suitable pa-
rameters to instantiate the model. Two other model families which
target the differences in latencies for different memory accesses
are the external memory model proposed in the balance principles
for algorithm-architecture co-design [19] and variations on the
red-blue pebble game [32].

This can be solved by combining modeling with tracing, i.e., the
model is instantiated using a trace of an application. An example
of this is the work by Cabezas and Püschel [13] in which kernel
execution is traced, translated into an execution DAG, which is
then scheduled according to micro-architectural constraints. This
ultimately allows placing the kernel in a roofline plot. The method-
ology of this work is very similar to ours, however, we do not rely
on the LLVM toolchain but directly on RISC-V binaries, and the
model we instantiate from the eDAG is not a variant of the roofline
model. Instead, we combine this approach with our own model
which is inspired by the work-span model [7], which allows us to
reach conclusions about the parallelism in memory accesses.

Memory Latency Sensitivity Analysis The prior work onmem-
ory latency sensitivity analysis of workloads can be split into two
categories: offline and online analysis. In offline analysis [13, 15, 20,
38, 48] the goal is to learn more about specific workloads or and
how these workloads will react to changes in the machines they
are executed on. While some offline analysis work [20, 48] relies on
architectural simulation, others [13, 15] use a trace-based approach
similar to this work, but either limit the user to a specific compiler
toolchain [13] or do not offer a global view of the critical path in
the application [15]. In online analysis, the goal is to improve the
performance of a system by changing parameters on the fly [12, 35].

7 Limitations and Future Work
EDAN is capable of efficiently producing performance metrics for
a wide range of programs. Nonetheless, as a purely experimental
tool, it has a few notable limitations.

The drawbacks of the current memory cost model has already
been uncovered in Section 4. The lack of a more accurate CPU and
scheduler model causes EDAN to mispredict the relative computa-
tion cost of non-memory access instructions, which in turn reduces
the accuracy of Λ. Developing a more comprehensive model will
undoubtedly help ameliorate this discrepancy. However, this would
likely introduce more computation overhead in the toolchain, and
undermine the simplicity and efficiency of the current model.

As discussed extensively in Sections 3.2.1 and 5.1, EDAN is con-
strained both by the compiler and the underlying architecture to
fully expose the memory-level parallelism intrinsic to a program.
Techniques such as register spilling cause extraneous dependen-
cies between memory accesses and greatly hinder the discovery
of memory-level parallelism. Consequently, it would be beneficial
to explore the possibility of extending compilers and emulators
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to enable the generation and execution of code with an unlimited
number of registers, which could unlock EDAN’s full potential.

Parallel programs are not yet supported by EDAN due to the
sheer complexity of determining data dependencies in the presence
of atomic operations, synchronization primitives, cache coherence
protocols as well as message passing. These paradigms involve intri-
cate interactions betweenmultiple threads and processes that create
convoluted data dependencies that cannot be easily inferred from
program execution traces. Therefore, implementing support for
parallel programs in EDAN would require significant algorithmic
and structural changes to the existing toolchain.

Since EDAN relies heavily on the execution trace, it is vulnerable
to input that only triggers a particular execution path, potentially
generating misleading results. Moreover, the size of input data can
also impact the outcome of performance analysis depending on the
compiler. Therefore, to ensure accurate and generalized results, it
would be beneficial to vary the input of a program.

Although EDAN ismuchmore efficient compared to cycle-accurate
simulators, its scalability can still be improved. One possible method
is to store and parse traces in a binary format. This would reduce
both the storage requirements and the computation needed for
eDAG analysis. Additionally, EDAN should employ multiple pro-
cesses so as to maximize the processing speed of large graphs.

Currently, EDAN relies on GCC with standard extensions (i.e.,
MAFD) to generate binaries for the riscv64 ISA. It would be valu-
able to explore the impact of using different compilers and riscv64
extensions, (e.g., vector extension), on program eDAGs. By doing
so, we can broaden our understanding and generalize our findings.

8 Conclusion
In this work, we present EDAN, a novel experimental toolchain
that exploits the execution DAG generated from the runtime trace
of a sequential program to calculate theoretical performance met-
rics, such as memory latency sensitivity and average bandwidth
utilization. To complement the toolchain, we developed a simple
yet powerful memory cost model inspired by Brent’s theorem and
derivative-based sensitivity analysis. Based on this model, we de-
rived two metrics 𝜆 and Λ, which can be utilized to efficiently
quantify and rank the memory latency sensitivity of applications.

By comparing our theoretical metrics with the experimental
data collected from gem5, we tested the effectiveness of EDAN and
understood the limitations of our model. Case studies were then
conducted on several HPC benchmarks and applications, which
include PolyBench, HPCG, and LULESH. Through the analysis
of the performance metrics, we gained a deeper insight into the
memory-level parallelism of an application, and more importantly,
we demonstrate the practicality of EDAN in analyzing real-life
applications.

As latency continues to increase in modern networks, efficient
identification of application latency sensitivity is becoming increas-
ingly crucial. With the development of EDAN, we have provided a
tool to aid in this area, and we hope to inspire further advancements
in this field.
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